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Essentially, the soil spectroscopy (SoilSpec) refers to the
detection  and  analysis  of  the  interaction  between  soil
constituents and light (e.g. electromagnetic radiation) mainly
across the (i) visible (Vis, 350 – 780 nm), (ii) near-infrared
(NIR, 780 – 2500 nm), and (iii) mid-infrared (MIR, 2500 –

25000 nm or 4000 – 400 cm-1) spectral region. The methods of
SoilSpec provide quick soil analysis at a low-cost and are
environmentally-friendly way (no hazardous components are used
in the analysis) compared to conventional laboratory analysis.
The first study in this field of soil science can be traced
back  to  the  work  of  Stoner  and  Baumgardner  (1981),  who
analysed the characteristic variation in reflectance of 485
soil samples from Brazil and the United States. Since then,
research on SoilSpec has shown an upward trend (Nocita et al.,
2015; Stenberg et al., 2010). A simple search into the Google
Trends from 2004 – 2020 showed that SoilSpec has been widely
spread (Fig. 1).
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Fig.  1.  Google  trends  worldwide  the  terms  “Soil  Spectroscopy”,  “Infrared
spectroscopy”  and  “R  and  Python  packages”  between  2004  –  2020  using  the
“gtrendsR” R package (Massicotte and Eddelbuettel, 2020).

Implementation of SoilSpec methods in the open-source software
programs  has  allowed  soil  scientists  to  solve  economic,
environmental, and health issues related to soil complexity
using a massive volume of data,  which is also considered as
the  main  aim  of  the  Soil  Spectroscopy  4  Global  Good
(SoilSpec4GG)  project.  The  number  of  research  papers  in
SoilSpec using open-source programs has shown an upward trend
(Fig.  2).  The  advantages  of  open-source  software  programs
consist  of  free  and  easy  access,  personalisation,  and
transparency for any user. In this sense, the R (R Development
Core Team, 2020), Python (Python Software Foundation, 2020),
and Julia (Bezanson et al., 2017) programming languages are
the  key  open-sources  used  for  research  in  data  and  soil
sciences.  The  first  one  is  the  most  popular  in  soil
spectroscopy  because  of  the  feasibility  of  packages  for
preprocessing, resampling, calibration sampling, and modelling
(Table 1). Python and Julia have recent packages that work
exactly  the  same  as  the  “prospectr”  R  package.  There  are
although, some specific differences among those programming
languages. For instance, Julia is specifically designed to
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implement matrix expressions and linear algebra, which are the
basis of data science. These features make Julia’s execution
time faster than Python and R. However, R and Python have a
huge set and number of libraries for SoilSpec compared with
Julia. Moreover, the large community of R and Python serves an
enormous  benefit  for  developers.  Most  of  the  packages
available for SoilSpec can be found in R programming, but new
packages have been released using Python and Julia. 

Fig. 2. The total number of publications worldwide using R and Python programs
i n  s o i l  s p e c t r o s c o p y  b e t w e e n  2 0 1 0  –  2 0 2 0 .

(Source:https://app.dimensions.ai/discover/publication accessed 7th Dec 2020).

The  open-source  libraries  deal  with  all  peculiarities
encountered  in  the  soil  spectral  data,  that  are  signal
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harmonisation,  processing,  calibration,  and  validation  for
modelling (Table 1 and Fig. 3). The preprocessing is the first
step  and  consists  in  improving  spectral  response  quality
before modelling. If the soil spectral data were acquired from
different  sensors,  it  has  to  be  resampled  in  order  to
harmonise the dataset. There are several preprocessing methods
available,  but  Savitzky-Golay  smoothing  and  derivative
(Savitzky  and  Golay,  1964),  continuum  removal  (Clark  and
Roush, 1984), and standard normal variate (Barnes et al.,
1989)  are  the  most  suitable  in  dealing  with  Vis–NIR–MIR
diffuse  reflectance.  These  mathematical  procedures  improve
data quality and reproducibility before predictive modelling.
Then, the preprocessed soil spectral data have to be randomly
split into calibration and validation sets. This procedure is
crucial to avoid the effects of spectral autocorrelation and
model bias. The calibration set is used to train the models
whilst  the  independent  validation  serves  to  evaluate  the
fitness of the calibrated models. Afterwards, the modelling
framework is the final step, wherein the algorithm is chosen
and modelled using the calibration set. The soil spectral data
modelling  is  performed  manipulating  machine  learning
algorithms such as cubist, random forest (RF), memory-based
learning  (MBL),  partial  least  squares  regression  (PLSR),
support vector machine (SVM), and convolutional neural network
(CNN) (Dangal et al., 2019; Deiss et al., 2020; Ng et al.,
2020, 2019; Stenberg et al., 2010).            

Table  1.  List  of  R,  Python,  and  Julia  packages  most  applied  in  soil
spectroscopy.

Software Packages Functionality References

Preprocessing    

R prospectr
Signal

processing
Resampling

(Stevens and
Ramirez-Lopez,

2020)
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Software Packages Functionality References

Python nippy
Signal

processing
Resampling

(Torniainen et
al., 2020)

Julia Spectra
Signal

processing
Resampling

(Le Losq, 2016)

Sampling    

R caret Calibration (Kuhn, 2008)

prospectr Calibration
(Stevens and

Ramirez-Lopez,
2020)

Clustering    

R ppclust
Spectral
clustering

(Cebeci et al.,
2020)

Spectrum
Spectral
clustering

(John et al.,
2019)

Modelling    

R resemble
Memory-based
learning

(Ramirez‐Lopez et
al., 2020)

Cubist
Quinlan’s M5
model tree

(Kuhn and
Quinlan, 2013)

e1071
Support Vector

Machine
(Dimitriadou et

al., 2008)

randomForest Random Forests
(Liaw and Wiener,

2002)

pls
Partial least

squares
regression

(Mevik et al.,
2011)

kerasR
Convolutional
Neural Network

(Arnold, 2017)
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Software Packages Functionality References

Python scikit-learn Machine learning
(Pedregosa et
al., 2011)

Julia Spectra
linear and
nonlinear

programming
(Le Losq, 2016)
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Fig. 3. The average of worldwide downloads of the machine learning (A) and other
R packages (B) used in soil spectroscopy between 2015 – 2020.

Fig. 4 illustrates the total number of academic articles for
the five outstanding machine learning (ML) frameworks applied
in SoilSpec between 2010 – 2020. Why are they preferable to
other models? It is because these ML algorithms can deal with
intricate  nonlinear  interactions  between  the  predictor  and
response variables (Dangal et al., 2019). The first and most
used  method  for  predicting  soil  attributes  using  spectral
predictors  was  the  PLSR,  which  is  a  linear  multivariate
regression model including principal components and multiple
linear  regression.  The  preference  for  PLSR  is  due  to  its
capacity of handling data with a large number of predictors
with high collinearity. However, its application has shown a
downward trend since the ML algorithms have proved to improve
modelling performance for nearly all of the soil attributes.
The cubist plays creating one or more rules for each partition
with similar spectral characteristics and whether the rule is
met, the linear regression of that partition is applied to
create the prediction. The CNN allows the prospect of multi-
task  learning  and  the  case  of  fusing  inputs  from  unlike
sources  in  diverse  ways.  This  capacity  can  be  helpful
integrating for example vis-NIR and MIR spectra. The SVM is a
nonparametric, supervised and statistical learning method that
tries  to  keep  the  equilibrium  between  generalised  trained
models and predictive performance to unseen data (Gholizadeh
et al., 2013). The main benefits of SVM are its ability to
deal with noisy patterns, multimodal distributions of soil
attributes and spectra. The RF is an ensemble approach that
applies decision trees to unfold regression and classification
issues based on rules in each tree to binary split data.
Handling spectral data, the RF has proved to overfit some
predictions. That is why it has hit the lowest preference in
SoilSpec.  Last  but  not  least,  MBL  uses  multiple  learning
algorithms improving predictive models for the same increase
in computer processing of other methods. Basically, it fits a
target function using a small subset in order to predict a
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large set using for instance the correlation within spectra or
the  principal  component  distances.  Therefore,  there  is  no
perfect  prescription  of  which  ML  method  has  to  be  always
performed  in  SoilSpec,  but  those  five  should  be  always
considered in dealing with SoilSpec.    

Fig. 4. The total number of publications worldwide using machine learning models
i n  s o i l  s p e c t r o s c o p y  b e t w e e n  2 0 1 0  –  2 0 2 0 .  ( S o u r c e :

https://app.dimensions.ai/discover/publication accessed 7th Dec 2020).

Promising papers in the literature have proved the efficiency
of  open-source  libraries  for  SoilSpec.  Nawar  and  Mouazen
(2019) predicted soil organic carbon using an online Vis-NIR
(370 – 1979 nm) spectra coupled with RF. The steps carried out
by  those  authors  were  Savitzky-Golay  (e.g.  preprocessing/
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prospectr  R  package)  and  RF  modelling  (randomForest  R
package). Another study compared the performance of CNN, PLSR,
and  cubist  models  using  single  Vis–NIR,  MIR  and  combined
Vis–NIR–MIR to predict some soil attributes (Ng et al., 2019).
The soil spectral data were preprocessed using Savitzky-Golay
smoothing followed by standard normal variate (prospectr R
package). The PLSR and cubist models were implemented using
pls and Cubist R packages and the CNN was implemented in
Python  (Keras  library).  Those  studies  proved  the  higher
relevance of open-source software programs in SoilSpec.

In general, the current developments in SoilSpec are directly
related to the availability of open-source programs and have
increased rapidly as new packages are released. The future
prospects for the practical implementation of SoilSpec are
promising  as  global  initiatives  including  SoilSpec4GG  have
emerged by accelerating developments in SoilSpec via a global
collaborative open-source platform. 
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